LOGISTIC RIDGE REGRESSION FOR CLINICAL DATA ANALYSIS (A CASE STUDY)
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Abstract. This paper focuses on regression with binomial response data. In these cases logit regression is the most used model. An example is a retrospective biomedical problem, where multicollinearity occurs, thus the variances of the estimated parameters are large.
In this paper we propose to apply the ridge method to the maximum likelihood estimation of the logit model parameters.
The efficiency of the proposed technique was investigated using a biomedical data set. A random sampling technique was used to study the effect of sample size on the ML and the logistic ML estimation.
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Introduction

Logit regression is a widely used method for categorical response data. A typical area of application is biomedical studies, but there are other areas like the prediction of loan returning behaviour of bank clients. A good example is the investigation of the occurrence of a disease (yes/no) as related to different characteristics of the patients.

With logit regression the binary response ($y_i$) at the $i$-th setting of independent (regressor) variables is considered as a binomial (Bernoulli) random variable with $p_i$ parameter.

$$y_i \sim Binomial(p_i) \quad (Eq. 1.)$$

The logit is the link function to the linear predictor [1].

$$\text{logit}[p_i(x_i)] = \log \frac{p_i(x_i)}{1-p_i(x_i)} = \beta_0 + \beta_1 x_{i1} + ... + \beta_h x_{ih}, \quad (Eq. 2.)$$

where $x_{ij}$ is the value of the $j$-th independent variable ($j=1...h$) at the $i$-th measurement point, and $\beta_j$ is the coefficient of the $j$-th independent variable. From Eq. 2. the following model relates the probability of occurrence with the regressor variables

$$p_i(x_i) = \frac{\exp(x_i \beta)}{1 + \exp(x_i \beta)} \quad (Eq. 3.)$$

where
\[ x_i \beta = \beta_0 + \beta_1 x_{i1} + \ldots + \beta_p x_{ip} \]  
(Eq. 4.)

\( p_i \) is the probability of one of the two specific outcomes at the \( i \)-th setting of independent (regressor) variables.

When the number of observations at each \( x_i \) is not small weighted least squares estimation method can be used [2]. In case of small sample sizes or ungrouped data (\( n_i = 1 \) for each \( i \)) maximum likelihood estimation is applied. This paper focuses only on the latter case.

**Maximum likelihood estimation to logit model**

Maximum likelihood estimators are obtained by maximizing the logarithm of the likelihood function [1]:

\[
\log(L(X, \beta)) = l(X, \beta) = \sum_{i=1}^{n} y_i \log(p_i) + \sum_{i=1}^{n} (1 - y_i) \log(1 - p_i) \rightarrow \max(\beta) \quad \text{(Eq. 5.)}
\]

where \( n \) is the number of observations and \( X \) is an \( n \times m \) matrix of the independent variable. The estimator is asymptotically unbiased.

Differentiating Eq. 5. with respect to \( \beta \) we obtain [3]:

\[
\frac{\partial l(X, \beta)}{\partial \beta} = X^T (Y - p) \quad \text{(Eq. 6.)}
\]

where \( Y \) is an \( n \times 1 \) vector of observable dependent variables. The maximum likelihood estimator of \( \beta \) is obtained by setting the right hand side of these equations equal to zero and then solving them simultaneously and iteratively. Since \( \hat{Y} = \hat{p} \), Eq. 6. will satisfy

\[
X^T (Y - \hat{Y}) = 0 \quad \text{(Eq. 7.)}
\]

Eq. 7. is generally solved using the Newton-Raphson method. Iterative estimates of \( \beta \) are obtained as:

\[
\hat{\beta} = \left( X^T WX \right)^{-1} X^T WZ \quad \text{(Eq. 8.)}
\]

where \( Z \) is an \( n \times 1 \) column vector with elements:

\[
z_i = \logit[ \hat{p}_i(x_i)] + \frac{y_i - \hat{p}_i}{\hat{p}_i(1 - \hat{p}_i)} \quad \text{(Eq. 9.)}
\]

and the weight matrix is:
\[ W = \text{diag} [ \hat{p}_i (1 - \hat{p}_i) ] \]  
(Eq. 10.)

The covariance matrix of \( \hat{\beta} \) [1]:

\[ \text{Var}(\hat{\beta}) = \{ X^T \text{diag} [ p_i (1 - p_i) ] X \}^{-1} \]  
(Eq. 11.)

**Ridge regression to least squares estimation of linear models**

The purpose of the parameter estimation is to find parameters as close to the true ones as possible. The most used parameter estimation methods lead to unbiased or asymptotically unbiased estimators. It means that the expected value of estimate is the true value of the parameter. However in some cases (e.g. when multicollinearity occurs) the unbiased estimators may have large variance which increases the probability of obtaining estimated parameters largely deviating from the true ones.

The goodness of an estimator is properly quantified by the mean square error function, which is defined for a scalar parameter as [4]:

\[ \text{MSE}(\hat{\beta}) = E \left[ (\hat{\beta} - \beta)^2 \right] \]  
(Eq. 12.)

It is easy to show that MSE algebraically may be split into two parts:

\[ \text{MSE} = \text{Var}(\hat{\beta}) + \left[ \text{bias}(\hat{\beta}) \right]^2 \]  
(Eq. 13.)

where

\[ \text{bias}(\hat{\beta}) = E(\hat{\beta}) - \beta \]  
(Eq. 14.)

In multivariate case when \( \beta \) is a parameter vector, the mean square error function is defined as (in order to keep it scalar the trace of the covariance matrix is used):

\[ \text{MSE} = \text{Tr} \left[ \text{Var}(\hat{\beta}) + \left[ \text{bias}(\hat{\beta}) \right]^2 \right] \]  
(Eq. 15.)

In this sense a slightly biased estimator with smaller variance may be more advantageous than an unbiased estimator having large variance. Considering this Hoerl and Kennard (1970) have modified the least squares (LS) estimation for linear models and proposed a biased estimation method, called ridge regression [5].

Let us consider a linear model:

\[ y_i = \beta_0 + \beta_1 x_{i1} + \beta_2 x_{i2} + \ldots + \beta_h x_{ih} + \varepsilon_i \]  
(Eq. 16.)

where \( \varepsilon_i \) is the measurement error at the \( i \)-th point.
In matrix notation

\[ Y = X\beta + \varepsilon \]  

(Eq. 17.)

where \( Y \) is an \( n \times 1 \) vector of observable dependent variables, \( \varepsilon \) is an \( n \times 1 \) vector of random errors.

The ordinary least squares (OLS) estimator is obtained by minimizing the following objective function:

\[ \phi(\hat{\beta}) = (Y - X\hat{\beta})^\top (Y - X\hat{\beta}) = \sum_{i=1}^{n} (y_i - \hat{\beta}_0 - \hat{\beta}_1 x_{i1} - \hat{\beta}_2 x_{i2} - \ldots - \hat{\beta}_p x_{ip})^2 \]  

(Eq. 18.)

The estimated parameter vector is expressed as [6]:

\[ \hat{\beta} = (X^\top X)^{-1} X^\top Y \]  

(Eq. 19.)

The covariance matrix of \( \hat{\beta} \)

\[ \text{Var}(\hat{\beta}) = \sigma^2 (X^\top X)^{-1} \]  

(Eq. 20.)

Thus with Eq. 15.

\[ \text{MSE} = \sigma^2 \text{Tr}\left[ (X^\top X)^{-1} \right] = \sigma^2 \sum_{j=1}^{k} 1/\lambda_j \]  

(Eq. 21.)

where \( \lambda_j \) is the \( j \)-th eigenvalue of the \( X^\top X \) matrix.

If any of the \( \lambda_j \) eigenvalues is relatively small (it occurs when they differ in great extent) the value of MSE increases. It means that estimated parameters may be far from the true ones. Using ridge regression a small positive number is added to the diagonal elements of the \( X^\top X \) matrix:

\[ \hat{\beta}^* = \left( X^\top X + kI \right)^{-1} X^\top Y, \]  

(Eq. 22.)

which may be also obtained by minimising the following objective function:

\[ \phi(\hat{\beta}^*) = (Y - X\hat{\beta}^*)^\top (Y - X\hat{\beta}^*) + k\hat{\beta}^* \hat{\beta}^* \]  

(Eq. 23.)

\( \hat{\beta} \) refers to ML and ridge estimators will be denoted by \( \hat{\beta}^* \). The ridge technique enlarges the small eigenvalue(s), thus decreases MSE. It is obvious that with \( k=0 \) the OLS estimator is recovered, while at \( k \to \infty \) all \( \hat{\beta}_j \) estimators go to zero.

The ridge estimator is proved to lead to smaller MSE than that obtained by the ordinary least squares method, if small enough positive value is chosen for \( k \), that is
MSE(OLS) > MSE(ridge).

While the existence of the minimum MSE is proved, the \( k \) value to which this optimum belongs may not be calculated. Hoerl and Kennard (1970) proposed to use the ridge trace for deciding on \( k \). The ridge trace is the plot of the estimated parameter values as function of \( k \). When the \( \hat{\beta}_j^* \) values cease to change strongly, the proper \( k \) is found.

The method is thoroughly discussed and applied in the literature [7-10], simulation studies were also performed.

**Ridge method to logit regression**

The MSE of asymptotically unbiased \( \hat{\beta} \) estimate with ML estimation from Eq. 11.:\[
\text{MSE} = \text{Tr}[\text{Var}(\hat{\beta})] = \text{Tr}\left[ \{X^T \text{diag}[p_i(1-p_i)]X\}^{-1}\right] = \sum_{j=1}^{h} 1/\lambda_j \quad (\text{Eq. 24.})
\]

where \( \lambda_j \) is the \( j \)-th eigenvalue of the \( X^T \text{diag}[p_i(1-p_i)]X \) matrix.

This is analogous to the variance of LS estimation (Eq. 20.). It is known that the eigenvalues of \( X^T X \) differ in great extent if the columns of \( X \) matrix are correlated [2] (multicollinearity). This occurs when evaluating retrospective biomedical studies, where the regressor variables may not be set properly but may change in almost a random way. In Eq. 24. the estimated covariance matrix related to not simply \( X^T X \) but \( X^T WX \), where weights depend on \( X \) matrix. Thus even with orthogonal \( X \) matrix the eigenvalues of the \( X^T \text{diag}[p_i(1-p_i)]X \) matrix may differ. Ridge method is a remedial measure to treat multicollinearity with linear regression, and it can also be applied to the ML estimation as it was proposed by Schaefer [11]. A small positive number is added to the diagonal elements of the covariance matrix given by Eq. 11.:\[
\text{Var}(\hat{\beta}^*) = \{X^T \text{diag}[p_i(1-p_i)]X + kI\}^{-1} \quad (\text{Eq. 25.})
\]

Thus the objective function has the form:

\[
\phi(\hat{\beta}^*) = \sum_{i=1}^{n} y_i \log(p_i) + \sum_{i=1}^{n} (1-y_i) \log(1-p_i) - k\hat{\beta}^T\hat{\beta}^* \rightarrow \max(\hat{\beta}^*) \quad (\text{Eq. 26.})
\]

the iterative estimate of parameter vector is obtained as:

\[
\hat{\beta} = \left(X^T WX + kI\right)^{-1}X^T W Z \quad (\text{Eq. 27.})
\]

Elements of \( Z \) are defined by Eq. 9.

Barker and Brown [12] have compared ridge logit regression to principal component logistic regression and standard logistic regression by simulation studies. In [13] Cessie
and Houwelingen applied the ridge logistic estimation to a biomedical problem. In this paper we apply the proposed technique both to continuous and discrete regressors, and investigate the effect of extent of correlation between regressors to the estimation error.

Example

We have analysed the data of Molnár M.Z. and co-workers [14]. In a part of their study they investigate the probability of occurrence of restless legs syndrome (RLS) for kidney-transplanted patients. We have fitted a logistic model to their data. The dependent variable is the prevalence of RLS, the covariates (three binomial and three continuous) are: diabetes, sex, modality (its value is 1 for the kidney-transplanted patients, and 0 for the waitlisted dialysis patients), age, albumin and haemoglobin (HGB) level. In this retrospective study the HGB level and modality are strongly correlated, thus the use of ridge regression seems to be recommended. The data set consists of data on 882 patients. (In the original study 992 patients were contained, parts of data for some of them missing. As our aim is to investigate the efficiency of logistic ridge estimators, and the problem of missing data analysis is not the scope of this paper, the cases with missing data were left out from the analysis.)

We have scaled the independent variable. The scaled variables change between 1 and 0. The aim of this transformation was twofold.

- The effect of the \( j \)-th covariate (on the dependent variable) depends on the range in which \( x_j \beta_j \) changes: \( \text{effect}(x_j) = \text{range}(x_j) \beta_j = (x_j,\text{max} - x_j,\text{min}) \beta_j \). If \( \text{range}(x_j) \) is equal for each \( j \), the value of \( \beta_j \) indicates the importance of the \( j \)-th covariate.

- The model estimates the effect of the \( j \)-th covariate. The error of this estimated effect is related to \( \text{range}(x_j)s_{\beta_j} \), where \( s_{\beta_j} \) is the standard deviation of \( \beta_j \). If \( \text{range}(x_j) \) is equal for each \( j \), \( s_{\beta_j} \) measures the error of the effect of the \( j \)-th covariate. In the following only the scaled \( x_j \) covariates and the \( \beta_j \) scaled model parameters will be used.

Using the data of the 882 patients the \( \beta \) parameter vector was estimated both with ML- and with ridge logistic regression. The obtained estimated model parameters do not differ in great extent for the two estimation procedures. Using the bootstrap method [3] a 95% bootstrap interval was calculated for each \( \beta_j \). The results are shown on Fig. 1.
It can be seen from the figure that 1) the variance of the ridge estimation is smaller than that of the ML estimation, but they are approximately of the same order of magnitude; 2) the means of the parameters estimated by the two regression methods differ considerably, the ridge estimators are shrunken toward 0. In this case the use of ridge regression is not reasonable, because the smaller variance of the ridge estimator do not compensate its bias. Due to the large sample size the variance of ML estimator is relatively small, the use of ridge estimation is not justified. The advantages of using the ridge regression in case of smaller sample sizes may still be a relevant question. This is the scope of this study.

As the full data set is large enough, the ML estimated model parameters from it are close enough to the true model parameters, thus they will be considered as such. These parameters are used to evaluate MSE in further calculations.

We have obtained samples of size $n$, with replacement, from the original ($N=882$) dataset. ($n$:100, 110, 120, 125, 130, 140, 180, 200, 300, 400, 600) Having the sample size fixed, $m_n$ samples were obtained (e.g. for $n=100$, $m_{100}=800$ sample were taken, each of size $n$). We have fitted the logistic model for each sample both with ML and with ridge regression. The estimation error ($\widehat{MSE}$) is calculated using Eq 28. for each $n$ for both estimation procedures.

$$\widehat{MSE}(\hat{\beta}) = \frac{\sum_{i=1}^{m_n} \sum_{j=1}^{h} (\hat{\beta}_{ij} - \beta_j)^2}{m_n}$$  
(Eq. 28.)

The results are show in Fig. 2.
The error of the parameter vector (\( \text{MSE}(\hat{\beta}) \)) of ML estimators is exponentially increasing as the sample size is decreasing. The error of ridge estimator changes similarly (Fig. 2), but its variation is by orders of magnitude smaller. The use of ridge estimation seems to be useful if the sample size is low, for this example if it is less than about 300.

**Conclusions**

We have compared the effectiveness of logistic ridge and ML regression using clinical data of kidney-transplanted patients. The use of ridge regression is not recommended for large samples. In these cases the variance of ML estimation is relatively small, thus the variance reduction achieved with ridge estimation does not compensate the bias of the method. For smaller sample sizes the variance of ML estimator increases strongly as the sample size decreasing, while the variance of ridge estimation hardly changes. Thus for smaller samples the use of ridge method proved to be more effective than the ML estimation.
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